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ABSTRACT 
 

Monte Carlo is often stated as being embarrassingly parallel. However, running a Monte Carlo 
calculation, especially a reactor criticality calculation, in parallel using tens of processors shows a 
serious limitation in speedup and the execution time may even increase beyond a certain number 
of processors. In this paper the main causes of the loss of efficiency when using many processors 
is analyzed using a simple Monte Carlo program for criticality. The basic mechanism for parallel 
execution is MPI. One of the bottlenecks turn out to be the rendez-vous points in the parallel 
calculation used for synchronization and exchange of data between processors. This happens at 
least at the end of each cycle for fission source generation in order to collect the full fission source 
distribution for the next cycle and to estimate the effective multiplication factor, which is not only 
part of the requested results, but also input to the next cycle for population control. Basic 
improvements to overcome this limitation are suggested and tested. Also other time losses in the 
parallel calculation are identified. 
Moreover, the threading mechanism, which allows the parallel execution of tasks based on shared 
memory using OpenMP, is analyzed in detail. Recommendations are given to get the maximum 
efficiency out of a parallel Monte Carlo calculation. 
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1. INTRODUCTION 
 
The Monte Carlo method is often used as the preferred method of calculation for a nuclear 
reactor core because of the exact representation of almost any complex geometry and the most 
detailed representation of available cross section data in continuous energy. Another important 
feature of the Monte Carlo method is that is relatively easy to perform the calculation in parallel 
using multiple processors, as the particle histories to be simulated are independent of each other 
and can be run on different processors. This property led to the pronouncement that Monte Carlo 
is “embarrassingly parallel” [1,2]. Nowadays most researchers and engineers have access to 
clusters of computer nodes with many processors for everyday calculations. Supercomputers are 
available in most countries for more specialized calculations. The trend of availability of more 
and more processors for standard calculations will continue over the next years, if not decades. 
Then the parallel capabilities and efficiency of computer codes will become increasingly 
important and Monte Carlo methods seem to have a relative advantage over deterministic 
transport codes. 
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However, no matter how convincing the concept of Monte Carlo for parallel execution may be, 
in practice it turns out that the speedup of a calculation when using more processors can be 
severely limited. Obvious reasons are that the pre- and post-processing of the Monte Carlo 
calculation cannot be parallelized. Pre-processing concerns in general reading of the input, 
defining the geometry in the way required by the code and especially preparation of all cross 
section data for all nuclides present in the system. For complex problems this may take several 
minutes CPU time. For such complex problems it can be expected that very many particle 
histories need to be simulated taking much and much more time than the pre-processing, even 
when run in parallel. The post-processing mainly concerns collection and analysis of results and 
normally takes even less time than the pre-processing. So, this is not a serious threat to massively 
parallel applications. In some Monte Carlo codes one of the available processors for parallel 
execution is used as the master processor to control the activity of all other processors without 
doing itself any particle history simulation. With large numbers of processors this becomes less 
important. Hence, the cause of limited speedup in parallel execution with many processors must 
be found elsewhere, as will be analyzed in Sect. 2. 
 
Parallel execution of a code on multiple processors is generally facilitated by the MPI (Message 
Passing Interface) standard. This standard provides a number of subroutines for Fortran or 
C/C++ programs to communicate between processors by sending or receiving data. Without any 
precautions in programming, parallel execution of a program on multiple processors will result in 
multiple execution of exactly the same instructions on all processors, obtaining identical outputs 
and results on all processors. To make multiple processors useful for a Monte Carlo code, equal 
parts of the total number of particle histories are executed on different processors. This still may 
result in identical histories on different processors if the random number generator uses the same 
initial seed on each processor. Hence, Monte Carlo codes will use an initial seed depending on 
the history number. Then truly different histories will be simulated on different processors. What 
remains is to collect the tally results from all processors and calculate the overall tally result. 
 
This reveals another possible cause of inefficiency. Not only sending data from one processor to 
another will take time, in order to determine the overall tally result, the master processor has to 
wait until all processors have sent their results. Each processor can do this only after completing 
all the particle histories assigned to that processor. As the Monte Carlo process is by definition a 
stochastic process, different processors will use different times to complete their tasks and the 
master processor has to wait until the last processor has completed all its histories, leaving the 
other processors idle. Hence, not the average time per history over all histories determines the 
execution time, but the average time per history on the longest running processor. 
 

2. INVESTIGATING THE EFFECTS OF PARALLEL EXECUTION 
 
To determine the effects of parallel execution of a Monte Carlo program one performs in fact an 
experiment with a computer system. Like physical experiments one should be aware of various 
kinds of external influences on the experiment. An experimentalist will normally take measures 
to minimize external influences and if they cannot be excluded or made negligible, to quantify 
their effects on the measured quantity. It seems that this is not a problem for a computer 
experiments as everything seems to be under control of the programmer. We need not to monitor 
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physical quantities like temperature, pressure, humidity, etc. They will not influence the outcome 
of our program. However, when measuring computer CPU or execution times, there will be 
external factors that do influence the result. 
 
For measuring the CPU time a computer program uses, Fortran90 provides the intrinsic function 
CPU_TIME, which gives an approximation of the CPU time used. This may be satisfactory for 
programs run serially, but will not be useful for programs run in parallel. Then the execution time 
measured in terms of the difference of the wall clock time between beginning and end of the 
program is more useful. In fact this is the time we want to know, as it gives the time we have to 
wait until completion, irrespective of the fact that the CPU may not always have been working 
on our program in timesharing. As our computer will do more things than only running our 
program, the measured time is not uniquely defined and may dependent on other processes 
running on the computer. This even applies to a private laptop where we can make sure that only 
one program is started. Even on such a private laptop a lot of other programs may run 
autonomously and thereby influence the time measurement of our program. 
 
Experience show that repeatedly running exactly the same computer program on the same 
computer will result in different execution time (or CPU time). The variation may be several per 
cent. As it is not easy, if not impossible, to find out the causes of the variation, it is better to 
accept the existence of external influences, making the measured execution time a quantity with 
an unknown error. It seems natural to consider a measured execution time as a random quantity 
with a certain standard deviation or statistical error, which can be estimated by repeating the 
computer experiment. However, one should be aware of the possibility that apart from the 
“usual” random influences on the measured execution time, it may happen that on top of that 
incidentally an additional error cause occurs, normally only causing a prolongation of the 
execution time. This may happen, for instance, when reading or writing large files while other 
programs on the computer also access the hard disk. This should make us reluctant in drawing 
conclusions from small differences in execution times. Moreover, it will be useful to repeat a 
computer experience, especially if there is a suspicion of irregular results for the measured 
execution time. An example will be shown below and one in Sect. 4. Using computer clusters for 
parallel execution of a program one will be assigned a number of specific processors, which 
cannot be used by other users of the computer system. As with the case of a laptop for private use 
only, this will not protect us from external influences on the execution time of our program. A 
demonstration is shown in Fig. 1 for an actual Monte Carlo criticality calculation. Using the 
standard output from MCNP, the wall clock times given in the output at the rendez-vous point 
after each cycle, the calculation time per cycle can be plotted. The results demonstrate not only 
that the calculation time per cycle can vary considerably (much more than can be expected from 
the random nature of particle histories), it also shows that the execution time per cycle roughly 
between cycles 1800 and 4600 is systematically higher than at other cycles. This cannot be 
caused by the intrinsic Monte Carlo calculation and must be due to other activities at the 
computer node or computer cluster. In general it will be difficult to detect such deviations. 
 
Considering the effect of parallel execution of a program on multiple processors, computer 
architect Gene Amdahl formulated the speedup obtained with parallel processing in a 
mathematical way, known as Amdahl’s law [3]. The speedup factor SU is determined by the 
number N of processors used and the fraction F of the work that can be parallelized as follows 
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Figure 1.  Execution time per cycle for a Monte Carlo criticality 

calculation with MCNP. 
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If F=1 the speed up factor equals the number of processors N. Fig. 2 shows the speedup 
according to Amdahl’s law as a function of the number of processors for various parallelizable 
fractions F close to one. From this figure it is clear that only with fraction very close to unity one 
can really profit from the speedup when using tens or hundreds of processors. Therefore, it is of 
ultimate importance to push the parallelizable fraction to the limit when using massively parallel 
Monte Carlo calculations. 
 
However, Amdahl’s law does not take into account all effects than can appear in a parallel 
calculation and deviations from Amdahl’s law can happen at larger numbers of processors. Fig. 3 
shows a typical example of the effects of a parallel Monte Carlo calculation using a varying 
number of processors [4]. As this calculation was done with MCNP5, the master processor only 
distributes and collects data and does not do any neutron history simulation. This gives the shift 
of one processor in the graph. Already at a small number of processors the speedup stays behind 
the theoretically possible speedup, even if the shift of one processor is taken into account. The 
most important point is that when using more than about 25 processors the speedup decreases, 
which means that a calculation takes longer time than with fewer processors. This phenomenon 
is generally known and is called parallel slowdown [5]. Parallel slowdown is typically the result 
of a communication bottleneck. As more processing nodes are added, each processing node 
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Figure 3.  Example of the speedup factor at increasing number of 

processors for a typical Monte Carlo criticality calculation. 
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spends progressively more time doing communication than useful processing. At some point, the 
communications overhead created by adding another processing node surpasses the increased 
processing power that node provides, and parallel slowdown occurs. 

 
3. PARALLEL EXECUTION ON MULTIPLE PROCESSORS WITH MPI 

 
A Monte Carlo calculation can relatively easy be programmed to be executed on multiple 
processors with the use of the MPI standard [6]. This provides Fortran or C/C++ subroutines to 
initialize the parallel calculation, to determine the number of available processors and to identify 
the processor on which a copy of the program is being executed. Other subroutines can send data 
from one processor to another or receive that data. It is also possible to “broadcast” data from 
one processor (mostly the master processor) to all other processors. 
 
For a Monte Carlo calculation the geometry and cross section data have to be sent from the 
master processor to all other processors, as the available memory at each processor is not shared 
with other processors. A criticality calculation consists of successive cycles or batches to process 
the neutrons from a fission source distribution and generate the fission source for the next cycle. 
 
In our investigations we use a simple one-group criticality calculation for a slab system written 
in Fortan90/95. The use of a simple Monte Carlo program is acceptable for the current 
investigations as the complexity of actual neutron histories is not important, as long as some 
typical Monte Carlo characteristics are retained, like a random number of collisions for each 
history, resulting in randomly varying computation time per history. Apart from the source for 
the first cycle, the fission source obtained from a previous cycle has to be broadcasted to all 
processors, as well as the total number of fission neutrons and the last estimate of the effective 
multiplication factor for population control. Knowing the number of processors available for 
neutron history simulation, on each processor the range of histories numbers that should be 
simulated on that processor can simply be determined and the source position can be retrieved 
from the fission bank. Using a random number generator that is initialized with a seed depending 
on the neutron history number, the neutron histories over successive cycles can be reproduced 
independent of the number of processors used in the parallel calculation. 
 
In our experiments we used a Linux cluster with different nodes, each consisting of 32 identical 
processors. A job can be submitted to the scheduling system indicating the requested number of 
nodes and the requested number of processors per node. As reading or writing data to a file on 
disk of the computer cluster can have unexpected effects on the execution time of the job, we 
prohibited reading or writing data to a file during the execution of the job, except at the very 
beginning and very end of the job. To get detailed timing information about the various steps 
taken in the Monte Carlo program on each processor, several calls of Fortran95 intrinsic 
subroutine DATE_AND_TIME, which delivers the wall clock time in hours, minutes and 
seconds at the moment of calling with 3 decimals for the time in seconds, providing an accuracy 
of 1 ms. The time is registered 

- before the history simulation for a certain cycle starts on a processor 
- when all histories for that cycle on that processor are completed 
- when the reduce operation of the sum of tally scores and their squares is completed 
- when the partial fission bank on the master processor is copied 
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- when the number of fission neutrons generated on each processor and the partial fission 
bank data are sent/received 

- when the total number of fission neutrons for the next cycle and the last estimate of the 
effective multiplication factor are broadcasted 

- when the new fission bank data are broadcasted 
In order not to write the timing data to a file during the calculation, the data are stored in arrays 
for successive cycles on each processor and sent only once to the master processor at the end of 
the total calculation. The master processor then writes the timing data to a file for later analysis. 
 
Calculations were performed, amongst others, for 50 cycles with 108 histories per cycle. The 
calculations were executed using 1, 2, 4, 8, 16 and 32 processors on the same computer node. 
From the total execution time Texec,n the speedup for a calculation with n processors was 
calculated by 

 ,1

,

exec
n

exec n

T
SU

T
  (2) 

with Texec,1 the execution time when using one processor. 
 
Fig. 4 shows the speedup as a function of the number of processors used. Apart from the above 
series of calculations, also runs were executed using 4, 8 and 16 processors on two different odes 
each, as well as using 32 nodes on 2, 3, 4 or 5 nodes each and a few other combinations of 
number of processors and number of nodes. The results are also displayed in Fig. 4. Moreover, 
series of calculations were performed with different numbers of cycles and numbers of histories 
per cycle. All results for the speedup factor are displayed in Fig. 4. 
 
From this figure several conclusions can be drawn. First, the speedup factor deviates soon from 
the theoretical maximum equal to the number of processors used. As the preprocessing time 
before the very first neutron history is started, as well as the post processing time after 
completion of the last cycle is small, the deviation is mainly contributed to time losses during the 
processing of successive cycles and collecting data from processors. Second, on our computer 
cluster there is a large effect in execution time whether all processors used belong to the same 
computer node or that processors from more than one node are used. In the last case the speedup 
is considerably lower and even decreases with increasing total number of processors used. This 
is the parallel slowdown also noted in Sect. 2. Third, the speedup factor depends on the number 
of cycles executed per unit execution time. Especially when using 10,000 cycles with 106 
histories per cycle, the speedup factor is lower than in the case of 50 cycles with 108 histories per 
cycle. This is understandable as sending data more often between processors contributes more to 
time losses, reducing the speedup. 
 
A further analysis using the timing data as described above for the series of runs with 50 cycles 
shows that the execution time for the actual neutron history simulation per processor scales well 
with the number of processors (the number of histories per cycle simulated on a processor is 
inversely proportional to the number of processors used). This time forms the major part of the 
total execution time for up to 32 processors. The time between the end of the neutron history 
simulation for a certain cycle on a certain processor and the completion of the reduce operation 
for the tally results is of course zero when using only one processor, but is largest when using  
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Figure 4.  Speedup factor at increasing number of processors using 

MPI. 
 
 
two processors and decreases when using more than two processors and becomes soon 
unimportant. 
 
The time to copy the fission bank data on the master processor into the source array for the next 
cycle is proportional to the number of fission neutrons generated on the master processor and 
hence inversely proportional to the number of processors used. Averaged over all processors it 
becomes inversely proportional to the square of the number of processors and is negligible for 
larger numbers of processors. 
 
The time spent for sending and receiving the fission bank data from other processors to the 
master processors decreases slowly from the use of two processors on. It therefore becomes a 
relatively important loss of time when using larger numbers of processors, as the time for actual 
simulation of histories per processor becomes smaller. The time spent on broadcasting the total 
number of fission neutrons in the next cycle and the updated value of the multiplication factor 
slowly increases with the use of more processors and also becomes relatively important. Finally, 
the time spent on broadcasting the full fission bank to all processors increases with the number of 
processors used and becomes the most important cause of time losses compared to the actual 
simulation time. 
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4. THREADING 

 
Threading is the concurrent execution of multiple tasks as part of one program. Modern Fortran 
or C/C++ compilers will facilitate threading using the OpenMP standard [7]. This standard 
provides a number of compiler directives which are activated if the compilation is done with the 
–openmp keyword (under Unix). If this option is not activated the OpenMP directives are treated 
as comment lines and no threading will be applied. Threading can be applied without reservation 
of a number of different processors. However, for effective execution of threading more 
processors need to be available on the computer or computer node. 
 
OpenMP directives are available to instruct the compiler to execute a certain part of the program 
in parallel on different threads. The number of threads can be set by the programmer. Different 
threads can share the same memory (“public” memory), which avoids copying data for geometry 
and cross sections as necessary for MPI. Variables that are not needed outside the threaded part 
of the program can be assigned memory outside the shared memory part (“private” memory). 
 
Especially useful is the OpenMP directive to execute a given do loop in the program in parallel. 
The compiler will assign the execution of the loop for successive ranges of the loop variable to 
different threads. No further adaption of the program is needed. For a Monte Carlo calculation 
the obvious application is to execute the loop over successive particle histories using threading. 
It only requires that the random number generator is initialized with a seed depending on the 
particle history number, as in the case of using MPI on different processors. There are a number 
of limitations to the construction of the do loop to apply the OpenMP directive, but it is not the 
place here to go into details. There may be nested do loops within the do loop covered by the 
OpenMP directive. Note that in a criticality calculation there will be a do loop for successive 
fission source iteration cycles around the loop for particle histories within each cycle. The loop 
for successive cycles cannot be executed in parallel, as a certain cycle can only be executed 
when its preceding cycle is completely executed. However, this limitation may be surmounted by 
smart programming. 
 
The use of threading is investigated with basically the same simple Monte Carlo criticality 
program used before for investigating MPI parallel execution. The program calculates the 
effective multiplication factor as the average over a fixed number of cycles for successive fission 
source distributions. The programming is such that it delivers the same value of keff, irrespective 
of the number of threads applied. As the number of threads seems basically unlimited, it is 
interesting to investigate how many threads can be applied in practice, how the speedup behaves 
when using more threads and what are the limitations. 
 
To this end we ran the Monte Carlo criticality program on a single processor of a computer node 
with 32 processors. The initial number of histories is fixed at 106 histories per cycle and 520 
successive cycles (including 20 inactive cycles, although this does not play any role in the 
current investigations). The number of threads is varied from 1 to 100. The only OpenMP 
directives used in the program are to set the number of threads, to execute the loop over the 
neutron histories within each cycle in parallel threads and to identify the thread number for a 
specific thread. In order to measure execution times per thread the wall clock time is registered 
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using the Fortran90 intrinsic subroutine DATE_AND_TIME. The time is measured just before 
the threads start, after completion of the neutron history simulations on each thread and when all 
threads are ready. The times are averaged over all cycles of the fission source distribution. In 
order not to disturb the computer program with output to a file on disk, the averaged times per 
cycle and per thread are stored in an array, which is written to a file after completion of the run. 
This allows, amongst others, to estimate 
- the total execution time for all fission source cycles 
- the average execution time per thread (with the number of histories dependent on the number 

of threads used) 
- the average time a thread is waiting after completion of the history simulations until all 

threads are ready 
- the average time between the joint end of all threads and the start of new threads for the next 

cycle. 
From the total execution time relative to the time needed for the calculation using one thread 
(actually a calculation without threading, which took about 1110 s) the speedup of the calculation 
when using a certain number of threads can be calculated. The speedup factor is shown in Fig. 5 
for various numbers of threads. In the ideal case the speedup factor is equal to the number of 
threads used. From Fig. 5 one can see that the ideal cased is followed closely up to about 8 
threads. For higher number of threads up to about 30 the speedup is still considerable. With more 
threads the speedup factor decreases, corresponding to a longer total execution time than with 30 
threads. However, it turned out that results can strongly dependent on the local situation. For the 
first experiment with 106 neutron histories per cycle (black line) the speedup for 20 and 30 
threads clearly behaves irregular. This may be due to other activities on the computer cluster 
during the calculation, which lasted about 1 h to repeat the experiment for 14 different numbers  
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of threads. Unfortunately these conditions cannot be controlled by the experimenter. A second 
experiment with 106 neutron histories per cycle (blue line) gave more consistent results, also in 
line with the experiment with 105 neutron histories per cycle. 
 
Analysis of the detailed data of the experiments show that up to about 15 threads the sum of 
actual execution times per thread closely equals the execution time for one thread. The deviation 
from the ideal line is then caused by the time between the completion of all threads during a 
cycle and the start of new threads for the next cycle, as well as the time a thread has to wait until 
completion of all other threads before the computer program can be continued. In our 
experiments with 106 neutron histories per cycle the average time between completion of all 
threads and the start of new threads shows some variation, but is on the average about 30 ms. 
This is the time of the non-parallelizable part. Hence the parallelizable fraction F in terms of 
Ahmdahl’s law can be calculated as 1 - 0.030 x 520/1110=0.986. As the total execution time 
decreases when using more threads, the non-parallelizable time weighs more heavily with 
increasing number of threads. However, also the time a thread has to wait until all other threads 
are finished decreases the speedup factor. This time can vary considerably from thread to thread 
and from cycle to cycle, but is on the average 5 ms. Although this is strictly speaking not a non-
parallelizable part, it effectively behaves as such, bringing the parallelizable fraction F down to 
0.984. The speedup according to Amdahl’s law is also shown in Fig. 5. With these numbers the 
total execution time for a certain number of threads can be explained. For instance, in the case of 
20 threads the actual execution time for all histories in parallel is 1110/20=55.5 s. The time lost 
by waiting and the non-parallelizable part is 520 x (30+5) ms = 18.2 s. Hence the total execution 
time is estimated to be 73.7 s, while the actual execution time for this case was 72.5 s. Then the 
speed up factor is 1110/72.5=15.3. In case of parallel execution with MPI on multiple processors 
the waiting time could be reduced by load balancing. This is not possible with threading. In our 
case, with 32 processors in a computer node, the measured execution time per history increases 
considerably when using more than 32 threads as threads can no longer be executed really 
concurrently, which causes the decrease in speedup factor for large number of threads. 
 
The speedup, up to about 30 threads, is limited mainly by the time used for the non-parallelizable 
part in between two successive cycles. In our case this time is probably mainly determined by 
reorganizing the fission source bank between two successive cycles. This time can be reduced by 
smarter programming. As the number of threads is limited anyway, this may not be that 
important for optimization of threading, but it is of ultimate importance for parallel execution on 
a computer with a very large number of processors. 
 
The PBS scheduling system on the Linux cluster used for these investigations requires that the 
number of processors to be used in the job is set at scheduling time. The above calculations were 
run reserving one processor. However, the threads effectively use other available processors on 
the computer node. When other users on the computer cluster submit jobs that use one or more of 
the available processors on the node, the maximum number of threads that can be used without 
deterioration of the execution time will be limited. Hence, it is necessary from a practical point 
of view that a number of processors is reserved at scheduling time equal to the maximum number 
of threads in the Monte Carlo program. 
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5. COMBINING MPI AND THREADING 

 
For parallel execution of a job the MPI and OpenMP mechanism can simply be combined as the 
programming of both mechanisms can be made independent. A general purpose Monte Carlo 
code like MCNP5 also offers this option. However, with MCNP5 it is not possible to run a job 
with threading only, without using MPI. In MCNP5 the last requirement forces the use of at least 
3 processors for MPI, as one processor is used solely for distributing data and collecting results. 
 
One should realize that there are severe limitations in the efficiency when combining the MPI 
and OpenMP mechanisms. To investigate what happens on a Linux cluster we ran a series of 
Monte Carlo criticality calculations reserving all 32 processors on the computer node at 
scheduling time, but running the parallel execution using MPI on a varying number of processors 
using the  mpiexec –n command option. Fig. 6 shows some results for the speedup. The 
legend indicates the number of processors assigned for MPI. The speedup factor when using n 
processors with MPI and m threads is now defined as 

 , ,1
,

, ,

exec n
n m

exec n m

T
SU

T
  (3) 

with Texec,n,m the execution time when using n MPI processors and m threads. 
 
From Fig. 6 we can draw several important conclusions. First, the speedup factor decreases 
suddenly and considerably when the number of processors used for MPI times the number of 
threads becomes larger than the total number of available processors on the computer node. This  
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various numbers of processors for MPI. 
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fact should be taking into account when determining the scheduling parameters and the number 
of threads. As with threading only, the total number of processors used for the job should be 
reserved at scheduling time to avoid that another user will occupy one or more processors on the 
limiting the available number of processors for the Monte Carlo program, with possible extreme 
increase of the actual execution time of the job. For the case with 3 MPI processors the 
maximum number of threads is [32/3]=10. 
 
Second, the combination of n MPI processors and m threads is more or less equivalent with m 
MPI processors and n threads, provided that n x m processors are totally available. The case of 
32 MPI processors with a single thread per processor took 27 % longer execution time than the 
case of a single processor using 32 threads. For other combinations the difference is much less. 
Third, effective combination of MPI and OpenMP can be advantageous, resulting in a somewhat 
larger speedup than maximally possible when using more threads for a fixed number of MPI 
processors (points at the left of the linear speedup line equal to the number of threads). From the 
measured execution times for all cases considered, the minimum execution time is obtained (for 
our case with a maximum of 32 processors available) at 8 MPI processors and 4 threads. 
 
The above investigations refer to running the Monte Carlo job on multiple processors at the same 
computer node. Some experiments using processors divided over two nodes show that this 
seriously limit the possibilities of threading. As can be expected, the number of threads cannot be 
larger than the number of processors available on one node without considerably decreasing the 
speedup. For instance, when using 2 nodes with each 8 processors, the number of threads should 
be limited to 8. Using, in this case, 4 MPI processors on each node with the  mpiexec –n 4 
command and 2 threads or 2 MPI nodes and 4 threads is near optimal. 
 

6. HOW TO IMPROVE PARALLEL EXECUTION? 
 
The above analysis of parallel execution of Monte Carlo criticality calculations results in 
indications how the speedup of a calculation can be improved. The main improvements must be 
found in reducing the time losses when using many processors. 
 
In Sect. 3 we noted that broadcasting the fission source distribution from the master processor to 
all other processors will give the major loss of time when using many processors. This loss can 
be reduced in several ways. First, it is not needed to send the total fission source distribution of 
all fission neutrons to each processor, as each processor will only simulate neutron histories for a 
fraction of the total number of fission neutrons. Hence, the master processor can send only the 
relevant part of the total fission source distribution for each cycle to a certain processor. This 
should reduce the communication time roughly by a factor equal to the number of processors. 
However, as the data to be sent to a specific processor is now dependent on that processor, the 
broadcast mechanism can no longer be used, but a send/receive mechanism should be used 
instead. Other possibilities are to realize that the major part of the fission neutrons generated on a 
certain processor will come back to the same processor after collecting all fission source data on 
the master processor and redistributing them over all processors. Hence, one could limit oneself 
by redistributing only a small part of the fission neutron data from one processor to their direct 
neighbors, saving a lot of data communication between processors [8]. 
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A more radical solution will be not to collect all fission source data by the master processor at 
the end of each cycle and redistribute them again in equal parts over all processors. It is possible 
to continue successive cycles on each processor with the fission neutrons generated on that 
processor. Then no data communication is needed at all between processors. Only at the very end 
of the calculation the tally results per processor must be collected to calculate the average over 
all processors and possibly the last fission source data must be collected if one wants to save 
these data in a file for later use. This will be the most efficient model with respect to 
minimization of communication between processors. This method is used, for instance, in the 
SERPENT and TRIPOLI4 Monte Carlo codes. 
 
This way of handling the fission source distribution for successive cycles was implemented in 
our simple Monte Carlo program and the execution time measured for various numbers of 
processors using MPI. Table I shows the results for the speedup as in a graph the results cannot 
be clearly distinguished from the ideal maximum speedup. Hence, a serious improvement can be 
attained in this way. An additional advantage is that the negative effect on the execution time 
when using processors on different computer nodes is almost absent. 
 
 

Table I. Speedup factor without processor communication 
 

# processors Execution 
time (s) 

Speedup 
factor 

1 7823.9 1 

2 3913.0 2.00 

4 1967.4 3.98 

8 984.9 7.96 

16 493.5 15.92 

32 249.6 31.63 

 
 
This method of keeping the fission source distribution of successive cycles within the processor 
has the disadvantage that the outcome of the Monte Carlo calculation cannot be reproduced 
exactly when using different numbers of processors. This can be overcome by a modest 
exchange of data between processors, namely the number of fission neutrons generated on each 
processor for the next cycle and the effective multiplication factor obtained on each processor. 
These data should be shared with all processors. The number of fission neutrons per processor is 
needed to determine the initial seed for a new history and the multiplication factors per processor 
must be combined to the overall multiplication factor, which is needed for population control in 
the next cycle. Then it will be possible to run all histories independently of the number of 
processors used at the cost of some communication and synchronization time. In this case it is 
very important to apply effective population control in order to force the number of fission 
neutrons in successive cycles on each processor the same as closely as possible. This way of 
keeping the results reproducible independent of the number of processors was also programmed 
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and the execution times measured. The general conclusion is that the speedup only marginally 
decreases. Hence, it is a practical method. 
 

7. CONCLUSIONS 
 
In this paper a number of issues are addressed that are relevant for parallel execution of Monte 
Carlo calculations, especially criticality calculations. It is shown that both the MPI and OpenMP 
mechanism for parallel execution can speedup a calculation considerably, but that both 
techniques will show limitations in speedup when using large numbers of processors. The 
investigations concern the use of a Linux computer cluster using one or more nodes, each 
consisting of up to 32 processors. It was also concluded that using processors spread over 2 or 
more nodes may deteriorate the speedup and may result in no gain in execution time compared to 
a single computer node. 
 
The relative increase in execution time when using larger numbers of processors is due to the 
communication time between processors (usually between each processor and the master 
processor) and the time processors have to wait when all their histories are processed for the 
master processor to have collected results from all processors. Another loss is due to the 
distribution of the fission source for a new batch or cycle to all processors. These factors may 
limit or even inhibit using massively parallel calculations on a supercomputer. However, as the 
computer architecture and communication channels are different from those of a Linux cluster it 
needs further investigations how efficient a Monte Carlo criticality calculation can be performed 
on a supercomputer with very many processors. 
 
Improvements for the efficiency of parallel execution concern mainly the limitation of data 
exchange between processors after each cycle of fission source determination. As discussed in 
Sect. 5 it is possible to fully exclude data exchange after each cycle, which may become the 
obvious way for massively parallel Monte Carlo criticality calculations. Another factor that 
limits the parallel efficiency is the use files on disk to write data to during the calculations. 
Where possible it will be better to collect as much data in memory on each processor and to 
collect the data at the end of the calculation and then write it to disk. 
 
The item of load balancing was not investigated. Load balancing can be applied if one processor 
has completed its histories while another processor still has to do several histories. However, 
from our investigations it can be concluded that the effect of load balancing will be only 
marginal because the difference in execution time per cycle over different processors is relatively 
small and it will need relatively much communication and synchronization to realize this option. 
 
With respect to the differences between MPI and OpenMP it seems that threading with OpenMP 
has advantages over using MPI as it uses shared memory and more effective communication to 
collect results over all threads. Both methods can be combined and a certain combination may be 
most profitable. However, a necessary condition is that a number of processors must be reserved 
on a single computer node at the time of scheduling the job equal to the product of the number of 
MPI processors used via the mpiexec command and the number of threads. If this product is 
larger than the available number of processors, serious deterioration of the execution time will 
occur. Hence, one should be careful in using the combination of MPI and OpenMP. 
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For the investigations in this paper a very simple Monte Carlo program was used. Although this 
should not matter for the general conclusions, it will be necessary to investigate in more detail 
the behavior of general purpose Monte Carlo codes in parallel execution using  
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