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Monte Carlo burnup codes use various schemes to solve the coupled criticality and burnup equations.
Previous studies have shown that the simplest methods, such as the beginning-of-step and middle-of-
step constant flux approximations, are numerically unstable in fuel cycle calculations of critical reactors.
Here we show that even the predictor–corrector methods that are implemented in established Monte
Carlo burnup codes can be numerically unstable in cycle calculations of large systems.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

The geometry and material properties of a nuclear reactor can
be described by the nuclide field N(r, t); elements of this vector de-
note concentrations of various nuclides at r and time t. Knowing
N(r, t) and the boundary conditions allows then to determine the
neutron flux /(s) � /(r,X,E, t). While /(s) is directly dependent
on N(r, t), the nuclide field is affected by the depletion process over
time; this process is driven by the neutron flux. Thus, the neutron
flux /(s) as well as the nuclide field N(r, t) change in time. The pur-
pose of the fuel cycle calculations is to determine as to how these
fields change during the whole fuel cycle.

The above problem can be described by two coupled equations:
the burnup (ODE) equation that determines the nuclide field
changes, and the criticality (eigenvalue) equation that gives the
fundamental neutron flux in the core (described below). The exist-
ing Monte Carlo burnup codes use various schemes to couple the
burnup and criticality equations. Here we continue our previous
study (Dufek and Hoogenboom, 2009) of the numerical stability
of the coupling schemes used in the existing Monte Carlo burnup
codes.

Naturally, not all methods for solving ODE systems are stable.
Yet, good results may be obtained with any method when the spe-
cific ODE system allows it. Unfortunately, the system of equations
that describes the fuel cycle of critical reactors needs to be solved
with stable methods. The actual reason of the problematic numer-
ical stability is the presence of very strong feedbacks between the
neutron flux and the nuclide field. In thermal reactors, 135Xe ac-
counts for the strongest feedback. Indeed, this represents a prob-
lem not only for Monte Carlo burnup codes, but for deterministic
codes as well. Deterministic methods in nodal core simulators
either use implicit depletion methods or enforce the steady-state
xenon distribution to ensure the numerical stability.

As it was shown in the previous work (Dufek and Hoogenboom,
2009), existing Monte Carlo burnup codes use conditionally stable
schemes, i.e., schemes that are stable only for sufficiently short
time steps. Nevertheless, very short steps often cannot be used
due to the high computational cost of the Monte Carlo method. It
has been shown that the simplest methods, such as the begin-
ning-of-step and middle-of-step constant flux approximations,
are numerically unstable in fuel cycle calculations of critical reac-
tors even with relatively short time steps (Dufek and Hoogenboom,
2009).

In this paper we study the numerical stability of the predictor–
corrector methods that are adopted in a number of established
Monte Carlo burnup codes. The predictor–corrector methods typi-
cally perform two iterations at each time step, solving the burnup
and criticality equation at each iteration. The burnup equation de-
scribes the time change of the nuclide field N (Bell and Glasstone,
1970),

dNðr; tÞ
dt

¼Mð/; TÞNðr; tÞ; ð1Þ

where
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Mð/Þ ¼
Z 1

0
/ðr; E; tÞXðTÞdEþD;

where X is a cross-section and yield matrix, D is a decay matrix, and
T(r, t) is the temperature at r in time t. Eq. (1) has a formal solution
(Bell and Glasstone, 1970)

Nðr; tÞ ¼ N0ðrÞ exp½Mð/; TÞðt � t0Þ�; ð2Þ

where N0(r) describes the nuclide field at time t0. The neutron flux /
(r,E, t) is approximated at time t by the fundamental mode eigen-
function of the criticality equation

B/ðsÞ � LðN;NcÞ �
1
k

FðN;NcÞ
� �

/ðsÞ ¼ 0; ð3Þ

where N(r, t) describes the nuclide field in fuel and static construc-
tion materials (i.e., Ni(r, t) is the concentration of nuclide i at r at
time t), Nc(r, t) describes the control nuclides (mainly the control
rods and coolant), L(N,Nc)/(s) represents the migration and loss
of neutrons from s, and F(N,Nc)/(s) accounts for neutron production
in s due to fission. In the following text, the fundamental mode flux
that satisfies Eq. (3) with the operator B is denoted as the ‘‘funda-
mental mode of B’’.

The predictor–corrector schemes may be of various forms. For
instance, the SERPENT 1.1.18 code (OECD/NEA Data Bank Com-
puter Program Services) applies the corrector step on the neutron
flux, as described by Algorithm 1. The BGCore code (Fridman
et al., 2008) and the MCODE code (Xu, 2003) use a predictor–cor-
rector scheme for the nuclide field, see Algorithm 2; this method
is also used by some deterministic burnup calculations (Stamm’ler
and Abbate, 1983).

Algorithm 1. PC scheme in SERPENT
1: input: N0

2: for n 0, 1, . . . do
3: /n fundamental mode of B(Nn)

4: NðPÞnþ1  Nn exp½Mð/nÞDtn�

5: /ðPÞnþ1  fundamental mode of B NðPÞnþ1

� �

6: �/ðCÞn  /n þ /ðPÞnþ1

� �
=2

7: Nnþ1  Nn exp M �/ðCÞn

� �
Dtn

h i
8: end for
Algorithm 2. PC scheme in BGCore

1: input: N0

2: for n 0, 1, . . . do
3: /n fundamental mode of B(Nn)

4: NðPÞnþ1  Nn exp½Mð/nÞDtn�

5: /ðPÞnþ1  fundamental mode of B NðPÞnþ1

� �

6: NðCÞnþ1  Nn exp M /ðPÞnþ1

� �
Dtn

h i

7: Nnþ1  NðPÞnþ1 þNðCÞnþ1

� �
=2

8: end for

Numerical stability of Algorithms 1 and 2 is tested in Section 2.1
on a fuel rod model with reflective conditions imposed on all
boundaries of the model. Algorithm 2 is also tested on a more com-
plex model of a fuel assembly in Section 2.2. Our conclusions are
summarised in Section 3.
2. Numerical test calculations

2.1. Fuel cell model

This section analyses the numerical stability of Algorithms 1
and 2. Algorithm 1 is tested by the SERPENT 1.1.18 code (using
the ENDFB 7 library), and Algorithm 2 is tested by the BGCore code
(using the JEFF3.1 library).

In this test we use a modified version of the fuel cell model de-
fined by Dufek and Hoogenboom (2009). Our model represents a
square fuel cell with the following properties:
Fuel
 UO2
Cladding material
 Zr

Moderator
 light water

Radius of fuel pellets
 0.41 cm

Outer radius of cladding
 0.475 cm

Rod pitch
 1.26 cm

Length of the fuel rod
 300 cm

U enrichment in 235U
 3.1 wt.%

Fuel density
 10 g/cm3
Water density
 0.7 g/cm3
Linear power rating
 40 kW/m
Reflective boundary conditions are imposed on all six sides of
the cell. The cell is divided into eight equidistant space zones along
the fuel rod; the fuel in each zone contains an independently de-
fined material. The codes were instructed to deplete the fuel in
each zone independently according to the actual neutron flux in
the zone.

Due to no neutron leakage, the correct steady-state flux (and
the fuel burnup) must be uniform along the fuel rod at any time,
which makes this model convenient to monitor errors in the com-
puted flux. Also, this model is suitable for studying the numerical
stability of coupling schemes since it has a large dominance ratio
and a number of independent burnable materials.

In this model, the relative error in flux / computed by the
Monte Carlo burnup code can be found at any fuel burnup as

eð/Þ ¼
X8

z¼1

h/iz
h/i �

1
8

����
����; ð4Þ

where h/iz is the flux integrated over energy, angle, and zone z, and

h/i ¼
X8

z¼1

h/iz:

The numerical stability of each scheme was studied on four inde-
pendent burnup calculations with the time step size of 7, 14, 30
and 60 days. Each burnup calculation consisted of 10 time steps.
Each criticality calculation simulated a batch of 5000 neutrons in
1000 inactive and 30,000 active cycles. The initial fission source
was uniformly distributed in the fuel.

Results of the test of Algorithm 1 are summarised in Table 1 that
describes the errors (calculated by Eq. (4)) of the corrected flux
e �/ðCÞn

� �
(see line 6 of Algorithm 1) in all time steps of all burnup

calculations. The flux e �/ðCÞn

� �
is used in the fuel depletion; thus,

its errors represent also errors in the fuel depletion. The results
show that only the burnup calculation with the time step of 7 days
gave satisfactory results. With larger time steps large errors ap-
peared in the flux (and the fuel depletion). The numerical instabil-
ities are demonstrated also in Fig. 1 that depicts the shapes of the
beginning-of-step, predicted and corrected neutron fluxes in the
calculation with the time step of 30 days.



Table 2
Relative error eð�/nÞ in the test of Algorithm 2 (%).

n Dt (days)

7 14 30 60

0 0.6 0.6 1.0 1.5
1 0.1 0.5 7.9 24.5
2 0.3 1.3 19.8 24.2
3 1.1 1.5 15.9 10.0
4 0.2 2.9 7.8 8.0
5 1.1 5.9 6.0 5.1
6 0.2 10.0 4.5 4.2
7 0.7 8.7 2.8 4.2
8 0.8 7.1 3.3 4.2
9 0.3 5.1 3.3 4.3

Fig. 2. Neutron fluxes in the test of Algorithm 2 (Dt = 30 day).

Fig. 3. Water density distribution in the assembly model.

Fig. 1. Neutron fluxes in the test of Algorithm 1 (Dt = 30 day).

Table 1
Relative error e �/ðCÞn

� �
in the test of Algorithm 1 (%).

n Dt (days)

7 14 30 60

0 0.1 0.6 0.7 4.2
1 0.7 0.5 9.8 28.2
2 0.4 0.4 19.3 14.3
3 0.9 1.0 13.3 10.5
4 1.0 2.5 7.9 2.1
5 1.4 3.9 4.2 3.2
6 0.1 6.1 3.1 2.0
7 0.2 9.3 2.1 2.3
8 2.0 8.8 1.3 1.6
9 1.9 6.2 1.0 2.1
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Results of the test of Algorithm 2 are summarised in Table 2 and
depicted also in Fig. 2. Algorithm 2 applies the correction on the
nuclide fields, not on the flux; thus, the corrected flux is not used
for fuel depletion directly. Nevertheless, both the begging-of-step
and predicted fluxes are used in the depletion process equally;
therefore, we find it reasonable to summarise the errors of the
average of these fluxes in Table 2 (�/n in Table 2 and Fig. 2 is com-
puted the same way as �/ðCÞn in Algorithm 1). The numerical stability
of Algorithms 1 and 2 appears to be similar. Satisfactory results
were obtained only with the shortest time step of 7 days here as
well. Calculations with larger time steps developed numerical
instabilities.

2.2. Fuel assembly model

The analysis was performed with a detailed 3D pin-wise model
of a standard Westinghouse PWR 17 � 17 UO2 fuel assembly (Pro-
gressive Media Markets Ltd., 2009). The structures of bottom and
top reflectors were homogenised. The assembly was axially divided
into 18 regions (16 equidistant burnable zones and two reflector
zones). The axial distribution of water density was modelled real-
istically, as depicted on Fig. 3. Reflective radial boundary condi-
tions and void axial boundary conditions were imposed on the
model. Due to the axially asymmetrical design and the realistic
boundary conditions the dominance ratio of this model must be
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considerably smaller than that of the fuel rod model used in Sec-
tion 2.1, which must lead to better source convergence during
the criticality calculations and overall better numerical stability
of the burnup coupling schemes. Yet, to assure the neutron flux
was computed with small statistical errors, each criticality calcula-
tion simulated 500 inactive and 400 active cycles with 300,000
neutron histories per cycle. The calculations were performed by
the BGCore system with the JEFF3.1 cross section library. The
assembly was modelled with the following design parameters
and operating conditions:
Initial fresh fuel enrichment
 3.5 wt.%

Average power density
 104 W/cm3
Assembly active height
 366 cm

Top/bottom reflector height
 20 cm
Fig. 4. Beginning-of-step neutron flux distribution in burnup calculation with
No. of fuel rods per assembly
 264

Dt = 25 day.
No. of guide thimbles per assembly
 25
Fuel assembly pitch
 21.5 cm

Clad material
 Zircalloy-4

Fuel pellet diameter
 0.819 cm

Fuel rod diameter
 0.950 cm

Pitch to diameter ratio
 1.326

Guide tube diameter
 1.224 cm

Gap thickness
 0.0 cm
Fig. 5. Beginning-of-step neutron flux distribution in burnup calculation with
Dt = 5 day.
The fuel assembly is axially asymmetrical and has realistic
boundary conditions; thus, the exact solution is not known at
any time. Therefore, we cannot present the errors in the neutron
fluxes. Here we only present plots depicting the neutron flux distri-
bution computed at several consequent time steps. In this more
realistic case, the neutron flux distribution should indeed change
in time as the fuel depletes according to the local flux that is not
flat in this case.

When the numerical instability develops in a burnup calcula-
tion, it manifests itself by errors in the neutron flux computed at
the beginning of time steps. This errors originate in erroneous fuel
depletion in previous time steps. While we cannot estimate the er-
rors in the fluxes here we can compare the fluxes computed in sub-
sequent time steps, and search for clear signs of numerical
instabilities. Such a sign can be a somewhat chaotic behaviour of
the flux over the time steps, or better, existence of the spatial oscil-
lations of the flux, such oscillations that could not be interpreted as
standard statistical errors.

Results from Section 2.1 show that the flux does not necessarily
has to ‘‘oscillate’’ in numerically unstable calculations. The flux
may posses similar and yet wrong distributions over a number of
time steps, which makes it very difficult in burnup calculations
to notice the instability, especially since the integral quantities, like
the k-eigenvalue, may not oscillate. However, the neutron flux does
not keep the same wrong distribution over many time steps in
unstable calculation; there are certain time steps where it does
oscillate. We were searching for such time steps in these test
calculations.

First we considered a burnup calculation with the time steps of
25 days; Fig. 4 shows the flux that was calculated at the beginning
of several consequent time steps (225, 250, and 275 days). It can be
clearly seen that the flux gets through a spatial oscillation over the
depicted time steps, revealing a certain level of numerical instabil-
ity. This numerical instability is indeed less serious than the insta-
bility demonstrated in Section 2.1 due to the smaller dominance
ratio; nevertheless, the instability is substantial enough to ques-
tion the credibility of such a burnup calculation.

In the next burnup calculation we decreased the time step to
only 5 days; Fig. 5 shows the flux that was calculated at the begin-
ning of several consequent time steps (205, 210, and 215 days). A
very similar oscillation of the neutron flux as in the previous bur-
nup calculation can be observed here as well. The amplitude of this
oscillation can again exclude the possibility that the errors are only
statistical. We would like to stress that the xenon concentration is
practically saturated after five days, so the observed oscillation
cannot be simply a description of a real xenon oscillation.

We wish to add that Monte Carlo burnup calculations may pro-
duce various results for the same input file when the initial seed in
the random number generator is not fixed. The errors presented in
this section thus do not represent the expected errors as these
were sampled by one set of calculations.
3. Discussion

This paper completes the previous study of the numerical sta-
bility of simple coupling schemes (the beginning-of-step and mid-
dle-of-step flux approximation) used in Monte Carlo burnup codes
(Dufek and Hoogenboom, 2009). Here we have studied numerical
stability of predictor–corrector coupling schemes that are also
implemented in a number of established Monte Carlo burnup
codes. For the predictor–corrector methods are known to be condi-
tionally stable, i.e., stable for sufficiently small time steps, it was a
question whether the time steps commonly used in Monte Carlo
burnup calculations are short enough to consider the calculations
stable.

Due to the large computational cost, Monte Carlo burnup calcu-
lations are often run with time steps of many weeks or months. No
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obvious numerical instabilities are usually noticed since code users
rarely inspect the neutron flux distribution over the time steps, and
integral quantities, like the k-eigenvalue, may appear stable in
unstable calculations.

Results of our test calculation show that the predictor–corrector
methods are not suitable for Monte Carlo burnup calculation in
general either, and a new stable method is needed. In our test bur-
nup calculations of a fuel rod model (with reflecting boundary con-
ditions) serious numerical instabilities could be observed for the
time steps of two or more weeks. Our burnup calculations of a real-
istic fuel assembly model developed the numerical instability with
time step of five days. These time steps are much shorter than
those commonly specified in Monte Carlo burnup calculations.
Therefore we would like the code users to pay attention to this
problem, and inspect the neutron flux (or power) distributions in
all steps of their burnup calculation (when a conditionally stable
coupling scheme was used in the burnup calculation).

We would like to stress that the numerical stability of the con-
ditionally stable methods that are implemented in established
Monte Carlo burnup codes depends generally on many factors,
such as the dominance ratio of the system, the number of materials
being depleted in the system, and the neutron energy spectrum. In-
deed the predictor–corrector method may give good results for
systems with a small dominance ratio or systems with only one
burnable material or for fast systems.
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